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Abstract. In today’s rapidly evolving ML landscape, ensuring robust,
fair, and ethical model usage is paramount. Achieving these objectives
requires rigorous evaluation of performance, bias, variance, inference
time, ethical considerations, and regulatory compliance, yet existing ap-
proaches often lack accessibility for non-technical stakeholders. Addi-
tionally, many models function as black boxes, complicating assessment
when training data is unavailable especially in medical contexts where
privacy is a concern. ML-EvalPro addresses these challenges through a
user-friendly platform that thoroughly evaluates black-box models with-
out requiring direct access to training data. By demystifying complex
metrics, it enables informed decision-making and promotes transparency,
accountability, and ethical alignment. Ultimately, ML-EvalPro aims to
foster safer, fairer, and more effective integration of machine learning in
high-stakes domains such as healthcare.
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1 Introduction

Rapid advances in machine learning (ML) have led to widespread adoption in
critical domains, including healthcare [1]. However, many modern ML models
function as “black boxes,” leading to unintended biases, performance gaps, and
cthical concerns. Traditional evaluation often centers on metrics like accuracy,
precision, and recall, overlooking broader aspects such as fairness, interpretabil-
ity, and regulatory compliance [2]. As models grow more complex, stakeholders
like clinicians face increasing challenges in trusting and interpreting these out-
puts.

We introduce ML-EvalPro, a novel open-source platform that automates eval-
uation of supervised ML pipelines across performance, fairness, interpretability,
and ethical considerations. Unlike existing fairness libraries (e.g., IBM Fairness
360% and Google’s What-If Tool?), ML-EvalPro opcrates on black-box models

* https://aif360.res.ibm.com/
4 https:/ /pair-code.github.io /what-if-tool /
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without requiring direct access to training data, thereby preserving privacy and
confidentiality. Additionally, it provides a user-friendly interface geared toward
domain experts, enhancing transparency and accountability in high-stakes con-
texts such as healtheare. This demonstration details ML-EvalPro’s architecture,
key components, and functionalities, illustrating how it streamlines ethical, ro-
bust, and interpretable ML adoption across diverse supervised learning scenarios.

2 ML-EvalPro Architecture Modules
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Fig. 1. The architecture of the ML-EvalPro package for evaluating supervised models.

The architecture of the ML-EvalPro system comprises six modules, including
a) the performance evaluation module, which focuses on assessing correctness of
the model predictions; b) the bias and variance examination module, which aims
to detect bias and variance in the model; ¢) the environmental impact assessment
module, which evaluates the ecological footprint of the model during inference,
considering factors such as energy consumption; d) the ethical analysis module,
which scrutinizes the ethical usage of input data features to ensure fairness in
model predictions; ¢) the adversarial attack resilience module, which tests the
model’s robustness against potential adversarial attacks; and f) the regulatory
compliance module, which ensures that the model operates under relevant legal
standards.

A typical user flow starts by uploading a trained model (following the m1f1ow®
interface) along with an unscen dataset split. ML-EvalPro currently supports
models generated using Scikit-learn, H20, PyTorch, ONNX, TensorFlow, Keras,
XGBoost, LightGBM, CatBoost, Statsmodels, and Spark ML. Users indicate
whether the model is for classification or regression and specify the target col-
umn. Optionally, they can also upload the original training split and the de-
scriptions of input features. The system then processes these inputs through
the six modules, ultimately presenting the results via a user-friendly dashboard
designed to be interpretable by both technical and non-technical stakcholders.

5 https://mlflow.org/
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2.1 Performance Evaluation

ML-EvalPro provides a wide range of metrics for both classification and regres-
sion tasks. Users can conveniently select and apply these metrics to evaluate
model performance. In addition, ML-EvalPro offers a reliability assessment fea-
ture wherein calibration curves (reliability diagrams) are plotted, and the Ex-
pected Calibration Error ([3] is computed for probabilistic classification models.
This functionality helps quantify the divergence between model accuracy and
confidence levels.

A dataset representing patient information for suggesting a treatment strategy.
Columns: 1) Age (Numerical): ... 2) Blood Pressure (Numerical): Sys-
tolic blood pressure measured at admission. 3) Ethnicity (Categorical): Self-
reported patient ethnicity.... N)Treatment (Target): Binary label indicating
treatment strategy. Sample rows: (65, 140, Hispanic, ..., A), (45, 125,
Caucasian, ..., B). Suppose Ethnicity is identified as the most influential
predictors for a machine-learning model used to decide on treatment strategies.
In this context, is it ethically sound to include them for decision-making?

Fig. 2. Example prompt for identifying potential ethical issues from related features.

2.2 Model Bias and Variance

To deteet bias and variance in black-box ML models, ML-EvalPro supports two
variance assessment approaches based on data availability. If the training sct is
provided, it compares performance on training and test splits to flag overfitting
(high variance). If not, small perturbations are introduced to the unscen data,
and large fluctuations in predictions suggest high variance.

For bias detection, the framework examines disparities across categorical fea-
tures and computes the equalized odds [8] to ensure similar true/false positive
rates across groups. For numerical features, K-means clustering (guided by an
automated clbow rule with silhouette scoring) bins feature values. Significant
performance differences among bins indicate bias toward specific feature ranges.

2.3 Environmental Impact

ML-EvalPro estimates the carbon footprint of model inference by measuring the
average inference time per instance (£ in seconds) and converting it into equiva-
lent C'Oq emissions [4]. Specifically, the system computes how many predictions
(N = E}f’nﬁ ;) produce 1 kg of COs, where P (in kW) is the power consumption
of the hosting machine’s CPU/GPU core® and EF (in kg COo/kW-hr) is the

emission factor of energy generation [4].

6 https:/ /www.cpubenchmark.net /
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Fig. 3. The interface of ML-EvalPro. Framework inputs are on the Left. The model
performance evaluation (module 1) is on the Right.

2.4 Ethical Use of Input Features

To evaluate ethical considerations around input features, ML-EvalPro cmploys
SHAP |[6] to identify globally influential features. Building on methods from
[7], relevant context is appended to these features (e.g., domain-specific details,
sample rows), and an LLM (Llama3.2 (3B) 7) as a judge is prompted for cthi-
cal guidance (Figure 2). This process combines quantitative feature importance
with qualitative user input, enabling transparcncy and accountability in model
development, consistent with principles of responsible Al [9].

2.5 Robustness against Adversarial Attacks

ML-EvalPro cvaluates susceptibility to adversarial attacks by first training a
random forest surrogate model using predictions from the original black-box
model. It then applies ZOO-based black-box attacks [5] to probe the surrogate’s
robustness. If these attacks transfer to the original model, the latter is deemed
similarly vulnerable [10]. For regression tasks, the target variable is discretized
via K-means clustering (similar to Section 2.3) so that classification-based adver-
sarial methods can be applied, thereby providing a unified framework for both
classification and regression models.

2.6 Regulations Compliance

ML-EvalPro gencrates a succinet report on GDPR compliance, highlighting in-
terpretability, feature importance, and pipeline transparency. It leverages an
LLM to detect potentially unethical features requiring user consent and to as-
sess model reliability. While these results offer initial guidance on transparency,
privacy, and reliability, the platform underscores that its compliance summary is
advisory, not definitive, and should be supplemented with domain-specific legal
expertise.

7 https:/ /huggingface.co/meta-llama,/Llama-3.2-3B
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3 Demo Scenario

ML-EvalPro is available both as a web application and a Python package.® In
this demonstration, we showcase how users can upload a trained model, a testing
datasct split, feature descriptions, and chosen evaluation metrics (Figure 3, left).
The system then walks non-experts through various evaluation modules, offering
a multifaceted assessment of model performance and reliability (Figure 3, right).

Throughout the interface, tooltips clarify assumptions—such as the proxy na-
ture of bias metrics—and reduce the risk of misuse. We also provide an opportu-
nity for real-time exploration across diverse models and datasets, demonstrating
the platform’s versatility.
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